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1 Introduction

1.1 Motivation - Schrödinger operators

- solid state physics: long time behavior of particle

⇒ (QM) study spectral theory of Schrödinger operators

\[ H := -\Delta + V \quad \text{(self-adjoint)} \]

continuous model

\[ H \] unbounded

Example on \( L^2(\mathbb{R}) \)

\[ H = -\frac{d^2}{dx^2} + V \]

discrete model

\[ H \] bounded (depends on vertex degree)

Example on \( \ell^2(\mathbb{Z}) \)

\[ \frac{d}{dx} \psi(x_0) \approx \frac{\psi(x_0 + h) - \psi(x_0)}{h} \]

\[ \frac{d^2}{dx^2} \psi(x_0) \approx \frac{\psi(x_0 + h) - 2\psi(x_0) + \psi(x_0 - h)}{h^2} \]

\[ h \equiv 1 - \psi(x_0) - \psi(x_0 + 2) + 2 \cdot \psi(x_0 + 1) \]

\[ (H \psi)(n) := \psi(n - 1) + \psi(n + 1) + V(n)\psi(n) \]

1.2 The integrated density of states (IDS)

- the following approach has been widely analyzed as discussed later, see e.g. [Bel92, Len02, LS05, LMV08, Ele08, LV09, LSV11, Pog14, PS16a]
• consider the Schrödinger operator $H : \ell^2(\mathbb{Z}) \to \ell^2(\mathbb{Z})$ defined by
  $$(H\psi)(n) := \psi(n-1) + \psi(n+1) + V(n)\psi(n)$$

• take an exhausting sequence $F_N := \{-N, -N+1, \ldots, N\} \subseteq \mathbb{Z}, N \in \mathbb{N}$, and denote by $H_{F_N}$ the restriction of $H$ to $F_N$ with Dirichlet boundary conditions

• consider
  $$N_{F_N}(E) := \sharp\{\lambda \in \mathbb{R} | \lambda \text{ eigenvalue of } H_{F_N} \text{ and } \lambda \leq E\}$$

**Definition 1.1.** The limit (if it exists)
  $$N(E) := \lim_{N \to \infty} \frac{N_{F_N}(E)}{\sharp F_N}$$

is called integrated density of states (IDS) of $H$.

• $\chi(H_{F_N} \leq E)$ is the eigenprojection onto the eigenspace of $H_{F_N}$ with energies less or equal than $E$

• then $N_{F_N}(E) = tr(\chi(H_{F_N} \leq E))$

• People discovered in examples that the spectral gaps can be labeled such that the labeling is stable under small perturbations of the Hamiltonian.

• Based on this experiences Jean Bellissard realized that the Gap labeling should be of topological nature. Thus, he connected the gap labels with the $K$-theory ($K_0$-group) and the trace of associated $C^*$-algebras.

**Aim:** Determine the gap labels of a given Schrödinger operator.

### 1.3 Strategy

• dynamical approach $\rightarrow$ view operators as suitable integral operators with kernels on the dynamical system ($C^*$-algebra approach)

• Pastur-Shubin formula: write $N(E)$ as a trace of the corresponding eigenprojections

• under suitable ergodicity assumptions the trace is given by an integral over the (unique) ergodic measure

• define a group structure on the "equivalence classes" (by unitary) of the eigenprojection ($K_0$-group)

• then the possible gap labels are contained in the image of the trace of the $K_0$ group
2 $C^*$-algebras associated with dynamical systems and the integrated density of states

2.1 $C^*$-algebras

In the following section, fundamental notions of $C^*$-algebras are introduced. This is just a short summary. The reader is referred to [Dix77, Dix81, Mur90, Bla17] and references therein for further background.

Definition 2.1 (algebra). An algebra $\mathcal{A}$ is a vector space (over $\mathbb{C}$) with multiplication $\star : \mathcal{A} \times \mathcal{A} \to \mathcal{A}, (a, b) \mapsto a \star b$, satisfying

- $a \star (b \star c) = (a \star b) \star c$ \hspace{1cm} (associative)
- $(a + b) \star c = a \star c + b \star c$ \hspace{1cm} (distributive)
- $a \star (b + c) = a \star b + a \star c$
- $\alpha \cdot (a \star b) = (\alpha \cdot a) \star b = a \star (\alpha \cdot b)$

for all $a, b, c \in \mathcal{A}$ and $\alpha \in \mathbb{C}$. An algebra $A$ is called unital if there is an $e \in \mathcal{A}$ such that $e \star a = a \star e = a$ for all $a \in \mathcal{A}$. Then $e$ is called unit.

Remark 2.2. If $\mathcal{A}$ is a unital algebra, then the unit $e$ is unique. ($e = e \star e' = e'$) It is worth mentioning that the multiplication is not commutative, in general. An algebra $\mathcal{A}$ is said to be commutative if $a \star b = b \star a$ for all $a, b \in \mathcal{A}$ and otherwise $A$ is noncommutative.

Definition 2.3 (Banachalgebra). A tuple $(\mathcal{A}, \|\cdot\|)$ is called a normed algebra if $\mathcal{A}$ is an algebra and the map $\|\cdot\| : \mathcal{A} \to [0, \infty)$ is a norm satisfying $\|a \star b\| \leq \|a\| \|b\|$ for all $a, b \in \mathcal{A}$. If $\mathcal{A}$ is additional unital, we require $\|e\| = 1$. Furthermore, a normed algebra $(\mathcal{A}, \|\cdot\|)$ is called Banachalgebra if $(\mathcal{A}, \|\cdot\|)$ is a complete space.

Example 2.4. The normed space $(\ell^1(\mathbb{Z}), \|\cdot\|_1)$ with $\|\psi\|_1 := \sum_{n \in \mathbb{Z}} |\psi(n)|$ and multiplication

$$(\psi * \varphi)(n) := \sum_{k \in \mathbb{Z}} \psi(n - k)\varphi(k)$$

is a (commutative) Banachalgebra with unit $\delta_0 \in \ell^1(\mathbb{Z})$ defined by $\delta_0(n) = 1$ if $n = 1$ and otherwise $\delta_0(n) = 0$.

Remark 2.5. The constraint $\|a \star b\| \leq \|a\| \|b\|$ guarantees the continuity of the multiplication on $A$.

Definition 2.6 ($\ast$-algebra). Let $\mathcal{A}$ be an algebra. A map $^* : \mathcal{A} \to \mathcal{A}$ is called involution if

- $(a + \alpha b)^* = a^* + \bar{\alpha}b^*$
- $(a \star b)^* = b^* \star a^*$
- $(a^*)^* = a$
holds for all $a, b \in \mathfrak{A}$ and $\alpha \in \mathbb{C}$. Then $(\mathfrak{A}, \ast)$ is called $\ast$-algebra / involution algebra.

**Definition 2.7 (C*-algebra).** Let $(\mathfrak{C}, \ast, \| \cdot \|)$ be a $\ast$-Banachalgebra. Then $\mathfrak{C}$ is called a C*-algebra if

$$\|a\|^2 \leq \|a^* a\|, \quad a \in \mathfrak{C},$$

holds.

**Remark 2.8.** The constraint $\|a\|^2 \leq \|a^* a\|$ is equivalent to $\|a\|^2 = \|a^* a\|$. For a C*-algebra, $\ast : \mathfrak{C} \to \mathfrak{C}$ is isometric (i.e., $\|a\| = \|a\|$) since

$$\|a\|^2 \leq \|a^* a\| \leq \|a^*\| \|a\| \quad \Rightarrow \quad \|a\| \leq \|a^*\|.$$

**Example 2.9 (Complex plane).** The set $\mathfrak{C} = \mathbb{C}$ with pointwise multiplication and involution defined by complex conjugation is a unital (commutative) C*-algebra with unit $e = 1$ where $\|a\| := |a|$.

**Example 2.10.** Let $X$ be a topological space (locally compact). The set $\mathfrak{C} = \mathcal{C}_0(X)$ with pointwise multiplication, uniform norm $\|f\|_\infty := \sup_{x \in X} |f(x)|$ and involution defined by complex conjugation is a (commutative) C*-algebra. It is unital if and only if $X$ is a compact space.

**Example 2.11 (Linear bounded operators).** Let $\mathcal{H}$ be a Hilbert space. Let $\mathcal{L}(\mathcal{H})$ be the set of all linear, bounded operators $T : \mathcal{H} \to \mathcal{H}$ with multiplication defined by composition, involution defined by the adjoint of an operator and operator norm $\|T\| := \sup_{\|\psi\|_\mathcal{H} \leq 1} \|T\psi\|$. Then $\mathfrak{C} := \mathcal{L}(\mathcal{H})$ is a (noncommutative) C*-algebra. For a normal operator $T \in \mathcal{L}(\mathcal{H})$, the norm closure of the set $\{p(T) \mid p \text{ polynomial}\}$ is a (commutative) C*-subalgebra.

**Example 2.12.** The normed space $(\ell^1(\mathbb{Z}), \| \cdot \|_1)$ with $\|\psi\|_1 := \sum_{n \in \mathbb{Z}} |\psi(n)|$ and convolution

$$(\psi \ast \varphi)(n) := \sum_{k \in \mathbb{Z}} \psi(n-k)\varphi(k)$$

is a (commutative) Banachalgebra with unit $\delta_0 \in \ell^1(\mathbb{Z})$ defined by $\delta_0(n) = 1$ if $n = 1$ and otherwise $\delta_0(n) = 0$. The map $\ast : \ell^1(\mathbb{Z}) \to \ell^1(\mathbb{Z})$ defined by $\psi(-n) := \overline{\psi(n)}$ defines an involution. Hence, $(\ell^1(\mathbb{Z}), \ast, \| \cdot \|_1)$ is a $\ast$-Banachalgebra but not a C*-algebra: Let $\psi \in \ell^1(\mathbb{Z})$ be defined by $\psi(0) = 1, \psi(1) = \psi(2) = -1$ and $\psi(n) = 0$ if $n \in \mathbb{Z} \setminus \{0, 1, 2\}$. Then

$$(\psi^* \ast \psi)(n) = \begin{cases} 3, & n = 0, \\ -1, & n = \pm 2, \\ 0, & \text{otherwise} \end{cases}$$

holds. Thus, $\|\psi^* \ast \psi\| = 5$ while $\|\psi\|^2 = 9$. Consequently, the C*-identity is not satisfied.

**Definition 2.13 (Representation).** Let $\mathfrak{A}$ be a $\ast$-algebra. Then a pair $(\pi, \mathcal{H})$ is called a $\ast$-representation of $\mathfrak{A}$ if $\mathcal{H}$ is a Hilbert space and $\pi : \mathfrak{A} \to \mathcal{L}(\mathcal{H})$ is a $\ast$-homomorphism, i.e.,

1. $\pi$ is linear;
2. $\pi$ is multiplicative, i.e., $\pi(f \ast g) = \pi(f)\pi(g)$ holds for all $f, g \in \mathfrak{A}$;
3. $\pi$ preserves the involution, i.e., $\pi(f^*) = \pi(f)^*$ holds for all $f \in \mathfrak{A}$ where $\pi(f)^*$ is the adjoint operator of $\pi(f) \in \mathcal{L}(\mathcal{H})$.

A family of representations $(\pi^x, \mathcal{H}_x)_{x \in X}$ is called faithful whenever the family is injective, i.e., $f = 0$ if and only if $\pi^x(f) = 0$ for all $x \in X$. 
Definition 2.14 (invertible). Let $A$ be a unital Banach algebra. An element $a \in A$ is said to be invertible, if there is an element $b \in A$ such that $a \ast b = b \ast a = e$.

Remark 2.15. The inverse $b$ of $a \in A$ is unique (if it exists) since $b = b \ast (a \ast b') = (b \ast a) \ast b' = b'$.

Definition 2.16 (spectrum). Let $A$ be a unital Banach algebra and $a \in A$. The set $\sigma(a) := \{ \lambda \in \mathbb{C} \mid \lambda e - a \text{ is not invertible} \}$ is called spectrum of $a$ and $\rho(a) := \mathbb{C} \setminus \sigma(a)$ is the resolvent set.

We say that $a \in A$ in a $*$-algebra $A$ is

- self-adjoint if $a^* = a$;
- normal if $a^* a = a \ast a^*$;

2.2 Dynamical systems and the (reduced) $C^*$-algebra

In this section, we introduce the reduced $C^*$-algebra associated with a dynamical system. There are different ways to define this $C^*$-algebra. We follow the construction in the more general setting of groupoid $C^*$-algebra. The classical references for groupoid $C^*$-algebras are [Ren87, Ren91]. The reader is additionally referred to [Bec16, Section 3.4, Section 3.5] and references therein. The groupoid structure associated with a dynamical system is called transformation group groupoid.

A group $G$ is a set equipped with a composition $\circ : G \times G \to G$, an inverse $^{-1} : G \to G$ and a unit $e \in G$ such that

- $\circ$ is associative;
- $g \circ g^{-1} = g^{-1} \circ g = e$ for all $g \in G$.

If, additionally, $G$ is equipped with a topology, $G$ is a topological group if the composition and the inverse are continuous.

Definition 2.17. The tuple $(X, G)$ is called a (discrete) dynamical system if $X$ is a compact second countable Hausdorff space, $G$ is a countable group (equipped with discrete topology) and there is a continuous $\alpha : G \times X \to X$ satisfying $\alpha(e, x) = x$ and $\alpha(g, \alpha(h, x)) = \alpha(gh, x)$ for all $x \in X$ and $g, h \in G$.

Specifically, the group $G$ acts on $X$ by homeomorphism. For simplification, we write $gx$ for $\alpha(g, x)$. In the following, we define a $C^*$-algebra associated with a dynamical system $(X, G)$. A subset $Y \subseteq X$ is called invariant if $gY := \{ gy \mid y \in Y \} \subseteq Y$ for all $g \in G$.

Every countable group admits a unique Haar measure $\lambda$ given by the counting measure $\sum_{g \in G} \delta_g$. A probability measure $\mu$ on the Borel $\sigma$-algebra of $X$ is called $G$-invariant if $\mu(gF) = \mu(F)$ for all Borel measurable sets $F \subseteq X$ and $g \in G$. Furthermore, $\mu$ is said to be ergodic if $\mu(Y)$ is zero or one for every invariant subsets $Y \subseteq X$. A dynamical system $(X, G)$ is called uniquely ergodic if $(X, G)$ admits exactly one $G$-invariant measure on $X$.

Remark 2.18. A fundamental statement within the theory of dynamical systems is that the space of invariant probability measure (equipped with the weak-$*$ topology) is a convex, closed subset. Its extreme point are given by the ergodic measure. Thus, this set is the closed convex hull of the ergodic measures (Krein-Milman theorem). Note that the existence of invariant measures is an assumption.
Consider \( C_c(X \times G) \) the set of continuous functions \( a : X \times G \to \mathbb{C} \) with compact support. This space is usually equipped with the inductive limit topology (i.e., a net \( (a_i) \), converges to \( a \in C_c(X \times G) \) if there is a compact \( K \subseteq X \times G \) and an \( i_0 \) such that \( \text{supp}(a_i) \subseteq K \) for all \( i \geq i_0 \) and \( (a_i) \) converges uniformly on \( K \) to \( a \).

The set \( C_c(X \times G) \) gets a ∗-algebra if equipped with the following convolution and involution:

\[
(a \ast b)(x, g) := \sum_{h \in G} a(x, h) b(h^{-1}x, h^{-1}g),
\]

(\text{convolution})

\[
a^*(x, g) := a(g^{-1}x, g^{-1}h).
\]

(involution)

We can make the ∗-algebra \( C_c(X \times G) \) to a \( C^* \)-algebra by representing its elements as suitable operators on the Hilbert space \( \ell^2(G) \) and completing the space with the induced norm. More precisely, for \( x \in X \), the left-regular representation \( \pi^x : C_c(X \times G) \to \mathcal{L}(\ell^2(G)) \) is defined by

\[
(\pi^x(a)\psi)(g) := \sum_{h \in G} a(g^{-1}x, g^{-1}h) \psi(h), \quad \psi \in \ell^2(G), \ g \in G,
\]

for \( a \in C_c(X \times G) \).

**Proposition 2.19.** The family \( (\pi^x)_{x \in X} \) defines a faithful ∗-representation. In particular, \( \pi^x(a) \) is a linear, bounded operator on \( \ell^2(G) \) for each \( a \in C_c(X \times G) \) and \( x \in X \). Furthermore, the operator norm \( \|\pi^x(a)\| \) is bounded by

\[
C(a) := \#\{g \in G \mid \exists x \in X \text{ s.t. } a(x, g) \neq 0\} \cdot \|a\|_\infty.
\]

**Proof.** You can find the proof in the more general case of groupoids in [Ren80, Proposition II.1.1, II.1.4, II.1.9], see also [Bec16, Section 3.4, Section 3.5]. Let us give here a simplified direct proof. The statement \( \pi^x \) is a ∗-representation follows immediately by simple algebraic computations. Note that all involved sums are finite since \( a \in C_c(X \times G) \) has finite support in \( G \). A short computation invoking Cauchy-Schwarz inequality

\[
\|\pi^x(a)\psi\|^2 = \sum_{\tilde{g} \in G} |(\pi^x(a)\psi)(\tilde{g})|^2
\]

\[
\leq \sum_{\tilde{g} \in G} \left( \sum_{h \in G} |a(\tilde{g}^{-1}x, \tilde{g}^{-1}h)| \cdot |a(\tilde{g}^{-1}x, \tilde{g}^{-1}h)| \cdot |\psi(h)| \right)^2
\]

\[
\leq \sum_{\tilde{g} \in G} \left( \sum_{h \in G} |a(\tilde{g}^{-1}x, \tilde{g}^{-1}h)| \right) \left( \sum_{h \in G} |a(\tilde{g}^{-1}x, \tilde{g}^{-1}h)| |\psi(h)| \right) |\psi(h)|^2
\]

\[
\leq C(a) \cdot \left( \sum_{\tilde{g} \in G} \sum_{h \in G} |a(\tilde{g}^{-1}x, \tilde{g}^{-1}h)| \right) |\psi(h)|^2
\]

\[
\leq C(a)^2 \|\psi\|^2
\]

shows that \( \pi^x(a) \) is a bounded operator on \( \ell^2(G) \). Finally it is left to show that the family of representations \( (\pi^x)_{x \in X} \) is faithful. Clearly, if \( a = 0 \) then \( \pi^x(a) = 0 \) for all \( x \in X \). For the converse direction, suppose \( \pi^x(a) = 0 \) for all \( x \in X \) and assume that \( a \neq 0 \) which we lead as follows to a contradiction: By assumption, there is a tuple \((y, g) \in X \times G\) such that \( a(y, g) \neq 0 \). Thus,

\[
(\pi^y(a)\delta_g)(\tilde{g}) = \sum_{h \in G} a(\tilde{g}^{-1}y, \tilde{g}^{-1}h)\delta_g(h) = a(\tilde{g}^{-1}y, \tilde{g}^{-1}g) \overset{\text{def}}{=} a(y, g) \neq 0.
\]
follows for $\tilde{g} = e$. Hence,

$$\| \pi^y(a) \| \geq \| \pi^y(a) \delta_y(g) \| = \sqrt{\sum_{g \in G} \left| (\pi^y(a) \delta_g)(\tilde{g}) \right|^2} \geq \left| (\pi^y(a) \delta_g)(e) \right| = |a(y, g)| > 0$$

is derived, a contradiction to $\pi^x(a) = 0$ for all $x \in X$. \hfill $\Box$

**Remark 2.20.** It is worth mentioning that $\{ g \in G \mid \exists x \in X \text{ s.t. } a(x, g) \neq 0 \}$ is finite for $a \in C_c(X \times G)$ since $G$ is countable and $a$ has compact support.

With this at hand, we define a norm on $C_c(X \times G)$ by $\| a \| := \| a \|_{\text{red}} := \sup_{x \in X} \| \pi^x(a) \|$. This norm is also called reduced norm.

**Proposition 2.21.** The $\ast$-algebra $C_c(X \times G)$ equipped with the norm $\| a \| := \sup_{x \in X} \| \pi^x(a) \|$ is a normed unital $\ast$-algebra with unit $I := \chi_X \times \delta_e$. Furthermore, the estimate $\| a \|^2 \leq \| a^* \ast a \|$ holds.

**Proof.** A short computation yields

$$\| a \ast b \| = \sup_{x \in X} \| \pi^x(a \ast b) \| = \sup_{x \in X} \| \pi^x(a) \pi^x(b) \| \leq \sup_{x \in X} \| \pi^x(a) \| \| \pi^x(b) \| \leq \| a \| \| b \|,$n

implying that $(C_c(X \times G), \| \cdot \|)$ is a normed algebra. Similarly, the estimate $\| a \|^2 \leq \| a^* \ast a \|$ follows as it holds for the operator norm on $L(\ell^2(G))$. For $a \in C_c(X \times G)$, a short computation leads to $a \ast I = I \ast a = a$. Hence, $I \in C_c(X \times G)$ is the unit. \hfill $\Box$

**Corollary 2.22.** The completion $C^*_\text{red}(X \times G)$ of $C_c(X \times G)$ with respect to the reduced norm is a $C^\ast$-algebra.

We call $C^*_\text{red}(X \times G)$ the reduced $C^\ast$-algebra of the dynamical system $(X, G)$.

**Remark 2.23.** If $G$ is not discrete or $X$ is not compact, then $C^*_\text{red}(X \times G)$ has not a unit. (This is actually a characterization for the reduced $C^\ast$-algebra to be unital.)

The previous considerations lead us to the theory of random operator families. Let $(X, G)$ be a discrete dynamical system. Every element $a \in C^*_\text{red}(X \times G)$ induces an operator family $A := (A_x)_{x \in X}$ with $A_x := \pi^x(a)$ (convolution operator or integral operator with kernel $a$).

**Proposition 2.24.** Let $(X, G)$ be a discrete dynamical system. Consider an operator family $A := (A_x)_{x \in X}$ with $A_x := \pi^x(a)$ induced by a normal element $a \in C^*_\text{red}(X \times G)$. Then the following assertions hold.

(a) The spectrum $\sigma(a)$ is equal to the union $\bigcup_{x \in X} \sigma(A_x)$.

(b) The family of operators is equivariant/covariant, i.e., the equation

$$A_{h \cdot x} = U_h A_x U_{h^{-1}}$$

holds for all $h \in G$ where $U_h : \ell^2(G) \to \ell^2(G)$, $U_h \psi(g) := \psi(h^{-1}g)$ is unitary.

(c) The map $X \ni x \mapsto A_x$ is strongly continuous on $L(\ell^2(G))$, i.e., the limit

$$\lim_{y \to x} \| (A_y - A_x) \psi \|$$

is equal to zero for all $\psi \in \ell^2(G)$ and $x \in X$. 

Proof. (a): The identity $\sigma(a) = \bigcup_{x \in X} \sigma(A_x)$ follows from the fact that the family of representations $(\pi^x)_{x \in X}$ is faithful, c.f. Proposition 2.19. We refer the reader to [NP15] for a detailed discussion and just provide a short guideline: If $\pi$ is a $*$-representation of a unital $C^*$-algebra $A$, then $\sigma(\pi(a)) \subseteq \sigma(a)$ since: If $a - \lambda \in A$ is invertible, then $\pi(a) - \lambda \in \pi(A)$ is also invertible and so $\rho(\pi(a)) = \rho(a)$. The converse is proven by contradiction. One shows that $\bigoplus_{x \in X} \pi_x : C^*_red(X \rtimes G) \to \bigoplus_{x \in X} L(\ell^2(G))$ is injective, surjective (on the image) and continuous (so a $C^*$-isomorphism). Thus, $\bigoplus_{x \in X} \pi_x$ preserves the spectrum. If now $\lambda \in \sigma(a) \setminus \bigcup_{x \in X} \sigma(A_x)$, the inverse $\pi^x(a - \lambda)^{-1}$ is well-defined for all $x \in X$ and $\|\pi^x(a - \lambda)^{-1}\|$ is uniformly (in $X$) bounded as $\lambda$ has a positive distance to $\bigcup_{x \in X} \sigma(A_x)$. Consequently, $\bigoplus_{x \in X} \pi^x(a - \lambda)$ is invertible. Since $\bigoplus_{x \in X} \pi^x$ is an isomorphism, $a - \lambda$ is also invertible, a contradiction.

(b): It suffices to show the identity for $a \in C_c(X \times G)$. Then the statement follows for $a \in C^*_red(X \rtimes G)$ since $C_c(X \times G) \subseteq C^*_red(X \rtimes G)$ is dense. Let $x \in X$ and $h \in G$. Then, for every $\psi \in \ell^2(G)$ and $g \in G$, a short computation leads to

\[
(A_{hx}\psi)(g) = \sum_{h \in G} a \left( g^{-1}hx|g^{-1}\hat{h} \right) \cdot \psi(\hat{h}) = \sum_{h \in G} a \left( (h^{-1}g)^{-1}x|g^{-1}h^{-1}\hat{h} \right) \cdot (U_{h^{-1}}\psi)(h^{-1}\hat{h}) = (\pi^x(a)(U_{h^{-1}}\psi))(h^{-1}g) = (U_{h}A_xU_{h^{-1}}\psi)(g).
\]

(c): Since $C_c(X \times G) \subseteq C^*_red(X \rtimes G)$ is a dense subset, it suffices to show the strong continuity for all normal elements of $C_c(X \times G)$. Let $a \in C_c(X \times G)$ be normal. First, (i) it is shown that $\|\pi^x(a) - \pi^y(a)\|\psi\|$ tends to zero if $x$ for all $\psi \in C_c(G)$. Secondly, (ii) a $3\epsilon$-argument leads to the desired strong continuity of the map $X \ni x \mapsto \pi^x(a)$.

(i): Consider a $\psi \in C_c(G)$. Then, for $x, y \in X$, the equation

\[
\|\pi^x(a) - \pi^y(a)\|\psi\|^2 = \sum_{g \in G} \left| \sum_{h \in G} \left( a(g^{-1}x|g^{-1}\hat{h}) - a(g^{-1}y|g^{-1}\hat{h}) \right) \cdot \psi(\hat{h}) \right|^2
\]

holds. Since $a \in C_c(X \times G)$ and $\psi \in C_c(G)$ are compactly supported, the sums are finite. Thus, the continuity of $a$ implies $\lim_{y \to x} \|\pi^x(a) - \pi^y(a)\|\psi\| = 0$.

(ii): Let $\varphi \in \ell^2(G)$ and $\epsilon > 0$. Since $C_c(G) \subseteq \ell^2(G)$ is dense, there is a $\psi \in C_c(G)$ such that $\|\psi - \varphi\| < \frac{\epsilon}{2\pi}$ where $C := \|a\| = \sup_{x \in X} \|\pi^x(a)\| < \infty$. Then choose, by (i), an open neighborhood $U \subseteq X$ of $x$ such that $\|\pi^x(a) - \pi^y(a)\|\psi\| < \frac{\epsilon}{2}$ holds for all $y \in U$. Consequently, the estimate

\[
\|\pi^x(a) - \pi^y(a)\|\varphi\| \leq \|\pi^x(a)\| \cdot \|\varphi - \psi\| + \|\pi^x(a) - \pi^y(a)\|\psi\| + \|\pi^y(a)\| \cdot \|\varphi - \psi\| < \epsilon
\]

is derived for all $y \in U$. \hfill \Box

Remark 2.25. If the group $G$ is amenable (or acts amenable on $X$) then the identity $\sigma(a) = \bigcup_{x \in X} \sigma(A_x)$ holds, c.f. [Exe14, NP15].

Corollary 2.26. Let $x \in X$ be such that $\text{Orb}(x) := \{gx \mid g \in G\}$ is dense in $X$. Then $\pi^x$ is faithful and $\sigma(a) = \sigma(A_x)$ holds for every self-adjoint $a \in C^*_red(X \rtimes G)$.

Proof. Let $\pi^x(a) = 0$. We have to show that $\pi^y(a) = 0$ for each $y \in X$. Since $\text{Orb}(x) \subseteq X$ is dense, there is a sequence $(g_n)$ such that $\lim_{n \to \infty} g_n x = y$. Since $\pi^x(a) = 0$,
Proposition 2.24 (a) implies \( \pi^{g_n x}(a) = 0 \). Using Proposition 2.24 (c), we derive \( \pi^y(a) = 0 \) by the strong continuity.

Let \( y \in X \). Since the orbit \( \text{Orb}(x) \subseteq X \) is dense, there exists a sequence \((g_n) \subseteq G\) such that \( g_n x \to y \). Thus, by the strong continuity we get

\[
\sigma(A_y) \subseteq \lim_{n \to \infty} \sigma(A_{g_n x}) := \bigcap_{n \in \mathbb{N}} \left( \bigcup_{m=n}^\infty \sigma(A_{g_m x}) \right).
\]

Using the equivariance, we get \( \sigma(A_y) \subseteq \sigma(A_x) \). Hence, we derive

\[
\sigma(a) = \bigcup_{y \in X} \sigma(A_y) \subseteq \sigma(A_x) \subseteq \sigma(A)
\]

finishing the proof. \qed

The section is finished by characterizing the constancy of the spectrum by the minimality of the dynamical system. Recall that a dynamical system \((X, G)\) is minimal if, for every \( x \in X \), its orbit \( \text{Orb}(x) := \{gx \mid g \in G\} \subseteq X \) is dense.

**Proposition 2.27.** Let \((X, G)\) be a discrete dynamical system. Then the following assertions are equivalent.

(i) The dynamical system \((X, G)\) is minimal.

(ii) For every self-adjoint \( a \in C^*_\text{red}(X \rtimes G) \), the spectrum \( \sigma(\pi_x^a) \) is independent of \( x \in X \), i.e., \( \sigma(\pi_x^a) = \sigma(\pi_y^a) \) holds for all \( x, y \in X \).

(iii) The representation \( \pi^x \) is faithful for every \( x \in X \).

**Proof.** The implication \((i) \Rightarrow (ii)\) is a well-known fact invoking Corollary 2.26, see e.g. [CFKS87, BIST89, Jit95, Len99, LS03a]. For the proof of the statement, the reader is referred to [Bec16, Theorem 3.6.9] which follows the lines of [LS03a, Theorem 4.3]. \qed

2.3 Example: Hamiltonians on \( \mathbb{Z} \)

- let \( \mathcal{A} \) be a finite set (equipped with discrete topology)
- the elements in \( \mathcal{A} \) represent the different atomic species
- for sake of simplicity, we consider the group \( G = \mathbb{Z} \) (but all considerations hold as well for any other countable group)
- consider the space \( \mathcal{A}^\mathbb{Z} := \prod_{n \in \mathbb{Z}} \mathcal{A} = \{\omega : \mathbb{Z} \to \mathcal{A}\} \) equipped with the product topology (coarsest topology such that all projections \( P_n : \mathcal{A}^\mathbb{Z} \to \mathcal{A}, P_n(\omega) = \omega(n) \), are continuous)

**Remark 2.28.** The space \( \mathcal{A}^\mathbb{Z} \) is our configuration space (contains all possible solids), the letters encode the different species of atoms/molecules.

- a base for this topology is given by the sets

\[
O(v, N) := \{\omega \in \mathcal{A}^\mathbb{Z} \mid \omega|_{\{-N, \ldots, N\}} = v\},
\]

where \( N \in \mathbb{N} \) and \( v \in \mathcal{A}^{\{-N, \ldots, N\}} \)

- a sequence \((\omega_n)\) converges to \( \omega \) if, for every \( N \in \mathbb{N} \), there is an \( n_0 \in \mathbb{N} \) such that \( \omega_n|_{\{-N, \ldots, N\}} = \omega|_{\{-N, \ldots, N\}} \) for \( n \geq n_0 \)
can be also defined by the following (ultra) metric
\[
d(\omega, \tilde{\omega}) := \sum_{n \in \mathbb{Z}} \frac{d_0(\omega(n), \tilde{\omega}(n))}{2^n},
\]
where \( d_0 : \mathcal{A} \times \mathcal{A} \to \{0, 1\} \) is the discrete metric

- \( \mathcal{A}^\mathbb{Z} \) is compact (countable product of compact spaces) and metrizable
- \( \mathbb{Z} \) acts continuously on \( \mathcal{A}^\mathbb{Z} \) by translation \( \alpha_n(\omega) := \omega(\cdot - n) \)
- for \( \omega \in \mathcal{A}^\mathbb{Z} \), denote by \( \text{Orb}(\omega) := \{\omega(\cdot - n) | n \in \mathbb{Z}\} \) the orbit of \( \omega \) and by \( \Omega := \overline{\text{Orb}(\omega)} \) its hull

**Example 2.29** (one-defect). Let \( \mathcal{A} := \{\mathbb{N}, \mathfrak{N}\} \) and consider
\[
\omega(n) := \begin{cases} 
\mathbb{N}, & n \neq 0, \\
\mathfrak{N}, & n = 0,
\end{cases}, \quad \omega \in \mathcal{A}^\mathbb{Z}.
\]
The hull \( \Omega \) of \( \omega \) equals to \( \text{Orb}(\omega) \cup \{\mathbb{N}^\infty\} \) where \( \mathbb{N}^\infty \) is the periodic two-sided infinite word having everywhere the letter \( \mathbb{N} \). This system is uniquely ergodic and the measure is supported on \( \{\mathbb{N}^\infty\} \) which can be seen as follows: \( \omega \in \Omega \) is isolated and so every point in \( \text{Orb}(\omega) \) is isolated (since the group action is a homeomorphism on \( \mathcal{A}^\mathbb{Z} \)). Suppose there is an invariant probability measure on \( \Omega \) that has support on a subset of the orbit \( \text{Orb}(\omega) \). By the invariance of \( \mu \) and the discreteness of the elements of \( \text{Orb}(\omega) \) in \( \Omega \), we derive \( \mu(\{\alpha_n(\omega)\}) = c > 0 \) for each \( n \in \mathbb{N} \). Then \( \sigma \)-additivity of \( \mu \) implies \( \mu(\Omega) \geq \sum_{n \in \mathbb{Z}} \mu(\{\alpha_n(\omega)\}) = \infty \), a contradiction as \( \mu \) is a probability measure on \( \Omega \). Thus, any invariant measure is only supported on \( \{\mathbb{N}^\infty\} \) and so it is easy to see that such an invariant probability measure is unique.

Let \( H_\mathfrak{N} : \ell^2(\mathbb{Z}) \to \ell^2(\mathbb{Z}) \), \( \mathfrak{N} \in \Omega \), be defined by
\[
(H_\mathfrak{N}\psi)(n) := \psi(n - 1) + \psi(n + 1) + \lambda \cdot \delta_\mathbb{N}(\mathfrak{N}(-n)) \cdot \psi(n), \quad \mathfrak{N} \in \Omega,
\]
for some \( \lambda \neq 0 \). It is well-known that the spectrum \( \sigma(H_\mathfrak{N}) \) is equal to \([-2, 2] \cup \{E(\lambda)\}\) where \( E(\lambda) := \lambda \sqrt{1 + \frac{1}{4}} \) for \( \mathfrak{N} \in \text{Orb}(\omega) = \Omega \setminus \{\mathbb{N}^\infty\} \). Clearly, \(|E(\lambda)| > 2\) follows for \( \lambda \neq 0 \). Furthermore, \( \sigma(H_{\mathbb{N}^\infty}) = [-2, 2] \) holds. We will show below that this operator family arises as a self-adjoint element of the reduced \( C^* \)-algebra associated with a dynamical system \( (\Omega, \mathbb{Z}) \).

**Example 2.30.** Consider
\[
\omega(n) := (\mathbb{N}\mathfrak{N})^\infty = \begin{cases} 
\mathbb{N}, & n \text{ even} \\
\mathfrak{N}, & n \text{ odd}
\end{cases}, \quad \omega \in \Omega.
\]
The hull \( \Omega \) of \( \omega \) contains exactly two elements \((\mathbb{N}\mathfrak{N})^\infty \) and \((\mathfrak{N}\mathbb{N})^\infty \) where once the origin is fixed at the letter \( \mathbb{N} \) and once at \( \mathfrak{N} \). It is not difficult to see that the dynamical system \((\Omega, \mathbb{Z})\) is uniquely ergodic and minimal. The spectrum of the operator family \( (H_\mathfrak{N})_{\mathfrak{N} \in \Omega} \) consists in general of 2 bands in \( \mathbb{R} \).

Let \( \Omega \subseteq \mathcal{A}^\mathbb{Z} \) be closed and \( \mathbb{Z} \)-invariant. We would like to show that the Schrödinger operators \( H_\omega : \ell^2(\mathbb{Z}) \to \ell^2(\mathbb{Z}), \omega \in \Omega \), are contained in the \( C^* \)-algebra of the dynamical system \((\Omega, \mathbb{Z})\). Recall that we want to consider operators of the type
\[
(H_\omega\psi)(n) := \psi(n - 1) + \psi(n + 1) + V_\omega(n)\psi(n), \quad \omega \in \Omega,
\]
where \( V_\omega(n) := p(\alpha_n(\omega)) \) for some \( p : \mathcal{A}^\mathbb{Z} \to \mathbb{R} \) is continuous.
Remark 2.31. It is worth mentioning that in the following, the element \( a \in C_c(A^Z \times Z) \) can be interpreted as a (local) representation of the operator in terms of the "random walk on \( Z^n \)." Furthermore, the group \( Z \) appears twice, once for the configuration space \( A^Z \) and once for the translation.

Consider \( a := \delta_{-1} + \delta_1 + p \times \delta_0 \) being an element of \( C_c(A^Z \times Z) \). For \( \omega \in \Omega \), a short computation leads to

\[
\left( \pi^\omega(a) \psi \right)(n) = \sum_{k \in Z} a(\alpha_n(\omega), -n + k) \psi(k) \\
= \sum_{k \in Z} \left( \delta_{-1}(-n + k) + \delta_1(-n + k) + p(\alpha_n(\omega)) \delta_0(-n + k) \right) \cdot \psi(k) \\
= \psi(n - 1) + \psi(n + 1) + p(\alpha_n(\omega)) \psi(n) \\
= (H_\omega \psi)(n).
\]

Actually, we can show the following: Let \( \mathcal{R} \subseteq G \) be a finite set and consider the continuous functions \( q_h : A^G \rightarrow \mathbb{C} \) and \( p : A^Z \rightarrow \mathbb{R} \).

\[
(H_\omega \psi)(g) := \left( \sum_{h \in \mathcal{R}} q_h(g^{-1}\omega) \psi(gh^{-1}) + \overline{q_h((gh)^{-1}\omega)} \psi(gh) \right) + p(g^{-1}\omega) \psi(g), \quad \omega \in \Omega.
\]

The operator family \( H_\Omega = (H_\omega)_{\omega \in \Omega} \) is called generalized Schrödinger operator.

**Proposition 2.32.** For every generalized Schrödinger operator \( H_\Omega = (H_\omega)_{\omega \in \Omega} \), there exists a self-adjoint \( a \in C_c(A^G \times G) \) such that \( \pi^\omega(a) = H_\omega \). Conversely, every self-adjoint \( a \in C_c(A^G \times G) \) defines a generalized Schrödinger operator \( H_\Omega = (H_\omega)_{\omega \in \Omega} \) by \( H_\omega := \pi^\omega(a) \).

**Proof.** The proof follows the same lines as in [Bec16, Theorem 3.7.10] by replacing the pattern equivariant functions by continuous functions. \( \Box \)

### 2.4 The integrated density of states and the Pastur-Shubin formula

The goal of this section is to discuss/introduce an important spectral quantity for suitable operator families, called integrated density of states (IDS). The latter can be interpreted as a normalized cumulative distribution function for a spectral measure associated with a bounded random operator \( A \).

**Remark 2.33.** Based on the non-commutative integration theory of A. Connes [Con79], [LS03a, LS03b, LPV07] introduce the integrated density of states in the setting of von Neumann algebras arising by a groupoid structure. We provide here a summary by restricting to the special case of dynamical systems. The reader is also referred to [BP17] for Delone dynamical systems of a unimodular, locally compact, second countable, Hausdorff group.

We start with introducing the integrated density of states by a suitable trace (given by an integral over the underlying space). More precisely, we take the Pastur-Shubin formula as definition. At the end, we shortly sketch the connection with the classical approach of restricting the operator to suitable Følner sequences and defining the IDS via a limit.

The investigations on the integrated density of states goes back to the seminal works [Pas71, Shu78]. Based on this various situations have been investigated [Shu78, AS93, LPV04, Ves08, LSV11, PSS13].
2.4.1 A short reminder on direct integral theory

The reader is referred to [Dix81, Chapter 1] for a more detailed discussion. Let $X$ be a Borel measurable space with positive measure $\mu$. For $x \in X$, consider a Hilbert space $\mathcal{H}(x)$. The family $x \mapsto \mathcal{H}(x)$ is a measurable field of complex Hilbert spaces if there is an $\mathcal{S} \subseteq \prod_{x \in X} \mathcal{H}(x)$ such that

(i) the map $x \mapsto \|\psi(x)\|$ is measurable for each $\psi \in \mathcal{S}$;
(ii) If $\varphi \in \prod_{x \in X} \mathcal{H}(x)$ be such that for each $\psi \in \mathcal{S}$, the map $x \mapsto \langle \psi(x), \varphi(x) \rangle$ is measurable, then $\varphi \in \mathcal{S}$ follows;
(iii) There is a sequence of $\psi_j \in \mathcal{S}, j \in \mathbb{N}$, such that, for each $x \in X$, the set $\{\psi_j(x) \mid j \in \mathbb{N}\}$ is a total set (i.e. it spans the entire Hilbert space).

Elements of $\mathcal{S}$ are called measurable vector fields. An element $\psi \in \mathcal{S}$ is called square integrable if $\int_X \|\psi(x)\|^2 d\mu(x) < \infty$. Denote the set of all square integrable measurable vector fields by $\mathcal{K}$. Then $\mathcal{K}$ is a complex vector space. Furthermore, $\mathcal{K}$ equipped with

$$\langle \psi, \varphi \rangle := \int_X \langle \psi(x), \varphi(x) \rangle d\mu(x)$$

defines a pre Hilbert space. Clearly, $\psi \in \mathcal{K}$ satisfies $\|\psi\| = 0$ if $\psi$ vanishes $\mu$-almost everywhere. By identifying those elements in $\mathcal{K}$ that are equal $\mu$-almost everywhere, we get a Hilbert space denoted by

$$\int_X \mathcal{H}(x) d\mu(x).$$

This Hilbert space is called direct integral of the $(\mathcal{H}(x))_{x \in X}$.

**Example 2.34.** Let $X$ be a countable space and $\mu := \sum_{x \in X} \delta_x$ be the counting measure on $X$. For each $x \in X$, let $\mathcal{H}(x)$ be some Hilbert space. Equipped with the natural measurable structure (defined by the vector fields that are only supported on a finite number of $x \in X$), we derive

$$\int_X \mathcal{H}(x) d\mu(x) = \bigoplus_{x \in X} \mathcal{H}(x).$$

For $x \in X$, let $A_x \in \mathcal{L}(\mathcal{H}(x))$ be a family of bounded operators. Then $(A_x)_{x \in X}$ is called measurable field of operators, if, for every $\psi \in \mathcal{S}$, the map $x \mapsto A_x \psi(x)$ is measurable. Furthermore, a measurable field of operators $(A_x)_{x \in X}$ is called bounded if $\sup_{x \in X} \|A_x\|$ is finite. (suffices to define essentially bounded) An operator $A := (A_x)_{x \in X}$ on $\int_X \mathcal{H}(x) d\mu(x)$ is called decomposable if it is measurable and (essentially) bounded. In this case, we write $A = \int_X A_x d\mu(x)$.

2.4.2 The integrated density of states for random operators over a dynamical system

Consider the vector space $\mathcal{S} \subseteq \prod_{x \in X} \ell^2(G)$ of all measurable functions $u : X \times G \to \mathbb{C}$ satisfying $u(x, \cdot) \in \ell^2(G)$. With the measurable structure $\mathcal{S}$ at hand, the family $(\ell^2(G))_{x \in X}$ defines a measurable field of Hilbert spaces in terms of [Dix81, Part II, Chapter I.3, Def. 1], see also [LS03a, Chapter 2]. With this at hand, the direct integral space $\int_X \ell^2(G) d\mu(x)$ can be defined.

A family of operators $A := (A_x)_{x \in X}$ is called equivariant if $A_{g\pi} = T_g A_x T_g^*$ where $T_g : \ell^2(G) \to \ell^2(G), T_g u := u(g^{-1})$. A measurable, bounded, equivariant family of operators $A := (A_x)_{x \in X}$ is called random operator.
Definition 2.35. Let \((X,G)\) be a dynamical system and \(\mu\) be a \(G\)-invariant probability measure on \(X\). Then the associated von-Neumann algebra is defined by

\[
\mathcal{N}(X,G,\mu) := \{ A = (A_x)_{x \in X} \mid A \text{ measurable, bounded, equivariant} \} / _\sim
\]

where two random operators \(A\) and \(B\) are equivalent \((A \sim B)\) if \(A_x = B_x\) holds \(\mu\)-almost everywhere.

Remark 2.36. A von-Neumann algebra is a special type of \(C^*\)-algebra (it is defined by a \(*\)-subalgebra of a Hilbert space \(\mathcal{H}\) that is closed in the weak operator topology and contains the identity).

Every element \(A \in \mathcal{N}(X,G,\mu)\) is decomposable, i.e., \(A = \int_X A_x \, d\mu(x)\) defines an operator on the Hilbert space \(\int_X^\oplus \ell^2(G) \, d\mu(x)\) (with constant fibers).

Proposition 2.37. For every \(a \in \mathcal{C}_c^*(X \times G)\), the induced operator family \(A = (\pi^x(a))_{x \in X}\) defines an element in \(\mathcal{N}(X,G,\mu)\).

Proof. That \(A\) is measurable follows easily for elements \(\mathcal{C}_c(X \times G)\). Specifically, the continuity of the kernel implies that this operators are measurable. Due to denseness of \(\mathcal{C}_c(X \times G)\) in \(\mathcal{C}_c^*(X \times G)\), we derive that all elements of the \(C^*\)-algebra are measurable. The equivariance is proven in Proposition 2.24. Finally, \(\sup_{x \in X} \|\pi^x(a)\|\) is finite by definition of the reduced norm on \(\mathcal{C}_c^*(X \times G)\). Hence, \(A\) is bounded.

Remark 2.38. In general, it can be that two different \(a,b \in \mathcal{C}_c^*(X \times G)\) give rise to the same element in \(\mathcal{N}(X,G,\mu)\). This depends on the support of the measure \(\mu\).

Theorem 2.39. Let \((X,G,\mu)\) be an ergodic dynamical system and \(A = \int_X A_x \, d\mu(x) \in \mathcal{N}(X,G,\mu)\) be self-adjoint. Then there exists a \(Y \subseteq X\) of full \(\mu\)-measure and \(\Sigma, \Sigma_* \subseteq \mathbb{R}\) such that

\[
\sigma(A_y) = \Sigma, \quad \sigma_* (A_y) = \Sigma_* \quad \text{for all } y \in Y,
\]

where \(* \in \{\text{disc, ess, ac, sc, pp}\}\) (\(\sigma_{pp}\) denotes the closure of the set of eigenvalues). Furthermore, \(\Sigma = \sigma(A)\) holds.

Proof. The reader is referred to [LPV07, Thm. 5.1] and references therein. Here is a short sketch of the proof: The ergodicity assumption implies that an invariant measurable map is constant. Thus, the map \(X \ni x \mapsto \text{tr} E_{A_x}(B)\) is constant where \(B \subseteq \mathbb{R}\) is Borel measurable and \(E_{A_x}\) is the spectral family of \(A_x\). Since the support of the spectral family of \(A_x\) is \(\sigma(A_x)\), the existence of a \(\mu\)-measurable subset \(Y \subseteq X\) with full measure and the existence of a subset \(\Sigma \subseteq \mathbb{R}\) satisfying \(\Sigma = \sigma(A_y)\) for all \(y \in Y\) follows since the trace is faithful. Similarly, one shows the constancy of the essential spectrum and hence, of the discrete spectrum.

Definition 2.40. Let \(\mathcal{C}\) be a unital \(C^*\)-algebra. A linear functional \(\eta\) on \(\mathcal{C}\) is called positive if \(\eta(a^* a) \geq 0\) for all \(a \in A\). A trace on \(\mathcal{C}\) is a positive linear functional \(\tau : \mathcal{C} \to \mathbb{C}\) with \(\tau(1) = 1\) and \(\tau(a^* b) = \tau(b^* a)\) for all \(a, b \in \mathcal{C}\). The trace is called faithful if \(\tau(a^* a) = 0\) holds only if \(a = 0\).

Theorem 2.41. The map \(\tau : \mathcal{N}(X,G,\mu)^+ \to [0,\infty)\) defined by

\[
\tau(A) := \int_\Omega \langle \delta_e, A_x \delta_e \rangle \, d\mu(x),
\]

is faithful trace on \(\mathcal{N}(X,G,\mu)^+\).
The reader is referred to [LPV07, Thm. 4.2] for a proof. Actually, one shows that \( \tau : \mathcal{N}(X, G, \mu)^+ \to \mathbb{C} \) is a weight, i.e., \( \tau : \mathcal{N}(X, G, \mu)^+ \to [0, \infty) \) and it is linear. The trace property follows the same lines as in [LPS16] and [BP17]. Specifically, one shows that the unit is a Carleman operator implying that every element in the \( \mathcal{N}(X, G, \mu) \) is a Carleman operator [LPV07, Prop. 4]. Hence, the trace property follows by [LPV07, Thm. 4.2].

\[ \square \]

**Remark 2.42.** The trace is first only defined on the positive elements but can be uniquely extended to the whole von-Neumann algebra by linearity.

**Definition 2.43.** Let \( A \in \mathcal{N}(X, G, \mu) \) be self-adjoint. Then the measure \( \eta^A \) defined by
\[ \eta^A(B) := \tau(x_B(A)) \] for a Borel measurable set \( B \subseteq \mathbb{R} \) is called abstract density of states.

From now on, we always assume that \( \mu \) is an ergodic measure on \((X, G)\).

Let \( A \) be a self-adjoint operator with spectral family \( E_A \). A measure \( \nu \) on \( \mathbb{R} \) is called spectral measure, if for every Borel measurable \( F \subseteq \mathbb{R} \), \( \nu(B) = 0 \) if and only if \( E_A(B) = 0 \). This way, \( \eta^A \) gives rise to a spectral measure of \( A = \int_{\mathbb{R}} A_x d\mu(x) \) on \( \mathbb{R} \), called the (abstract) integrated density of states (IDS) as shown in the following proposition. The above formula is called Pastur-Shubin trace formula [Pas71, Shu79].

**Proposition 2.44.** Let \( A \in \mathcal{N}(X, G, \mu) \) be self-adjoint. The topological support
\[ \text{supp}(\eta^A) := \{ \lambda \in \mathbb{R} \mid \eta^A([\lambda - \varepsilon, \lambda + \varepsilon]) > 0 \text{ for all } \varepsilon > 0 \} \]
coincedes with the spectrum \( \sigma(A) \) of \( A \). Due to ergodicity, the identity \( \text{supp}(\eta^A) = \sigma(A_x) \) holds for almost every \( x \in X \) (w.r.t. \( \mu \)).

**Proof.** The reader is referred to [LPV07] for a more detailed discussion. As discussed in the proof of Theorem 2.41, \( \tau \) is a normal weight. Hence, \( \eta^A \) is a measure. Furthermore, the faithful property implies that \( \eta^A \) is a spectral measure. With this at hand, the identity \( \text{supp}(\eta^A) = \sigma(A) \) follows by the spectral theorem. The second equality \( \text{supp}(\eta^A) = \sigma(A_x) \) follows then by Theorem 2.39. \[ \square \]

**Remark 2.45.** In general, \( \eta^A \) is not a spectral measure of \( A_x \), c.f. [AS83] and [LPV07, Remark 5.5]. It can also happen that the set of \( x \in X \) for which \( \eta^A \) is a spectral measure is zero. However, in many cases \( \eta^A \) is supported on the spectrum of a subset \( Y \subseteq X \) with full \( \mu \)-measure, c.f. Theorem 2.39.

One can show under suitable assumptions (see [LPV07, Cor. 5.9] for details) that for \( \mu \)-a.e. \( x \in X \), the operator \( A_x \) has no discrete spectrum.

Recall Example 2.29 where \( \Omega \) was given by the orbit closure of
\[ \omega(n) := \begin{cases} \mathbb{N}, & n \neq 0 \\ \mathbb{Z}, & n = 0 \end{cases} \in \{\mathbb{N}, \mathbb{Z}\}^\mathbb{Z} \]
which we called one-defect. We have discussed that the one-defect is a uniquely ergodic dynamical system \((\Omega, \mathbb{Z})\). The hull \( \Omega \) was given by \( \text{Orb}(\omega) \cup \{\mathbb{N}^\mathbb{N}\} \). Furthermore, we have shown that the invariant measure \( \mu \) is only supported on \( \{\mathbb{N}^\mathbb{N}\} \).

We were considering the operator family \( H_\tilde{\omega} : \ell^2(\mathbb{Z}) \to \ell^2(\mathbb{Z}) \) defined by
\[ (H_\tilde{\omega}\psi)(n) := \psi(n - 1) + \psi(n + 1) + \lambda \cdot \delta_{\tilde{\omega}}(-n)) \cdot \psi(n), \quad \tilde{\omega} \in \Omega, \]
for some \( \lambda \neq 0 \). For \( \tilde{\omega} = \mathbb{N}^\mathbb{N} \) we have \( \sigma(H_\tilde{\omega}) = [-2, 2] \) while for all other elements in \( \Omega \) the spectrum was given by \( [-2, 2] \cup \{E(\lambda)\} \). Since the invariant measure is only supported on \( \{\mathbb{N}^\mathbb{N}\} \), we get
\[ H = \int_{\Omega} H_\tilde{\omega} d\mu(\tilde{\omega}) \simeq H_{\mathbb{N}^\mathbb{N}}. \]
Hence, $\Sigma = [-2, 2] = \Sigma_{ess}$ follows. Consequently, we don’t have a spectral gap but for a dense set $\Omega$ of $\mu$-measure zero we actually admit one spectral gap. Here, $\Omega$ equals to $\text{Orb}(\omega)$.

### 2.4.3 The classical approach

For most applications, one assumes the dynamical systems to be ergodic. In this situation, for amenable groups, one finds a subset $Y \subseteq X$ of full $\mu$-measure such that one can approximate $\eta^A$ via the spectral distribution function of finite rank analogs of $y \in Y$. Precisely, by taking a suitable Følner $(B_n)$ sequence in $G$, one defines the canonical restrictions $A^n_y$ of $A_y$ on $\ell^2(B_n)$. Clearly, the operators $A^n_y$ are of finite rank and we can define empirical spectral distributions by counting occurrence frequencies of eigenvalues below some fixed energy level $E \in \mathbb{R}$. This approach has been widely studied, see e.g. [Len02, LS05, GLV07, LMV08, Ele08, Ves08, LV09, LSV11, PSS13, Pog13, Pog14, PS16a, Pog16].

Let us have a short look on the case of $G = \mathbb{Z}$ for simplicity. Consider the sequence $F_N := \{-N, \ldots, N\}$ which defines a (tempered) Følner sequence of $\mathbb{Z}$. (The word tempered is a technical condition on the growth of the Følner sequence that is needed in general. Note that every Følner sequence admits a tempered Følner subsequence.)

Let $\Omega \subseteq \mathcal{A}^\mathbb{Z}$ be closed and $\mathbb{Z}$-invariant with $\mathbb{Z}$-invariant ergodic measure $\mu$ on $\Omega$. Consider the operators $H_\omega : \ell^2(\mathbb{Z}) \to \ell^2(\mathbb{Z})$ defined by

$$(H_\omega \psi)(n) := \psi(n-1) + \psi(n+1) + V_\omega(n)\psi(n), \quad \omega \in \Omega,$$

where $V_\omega(n) := p(\alpha_n(\omega))$ for some $p : \mathcal{A}^\mathbb{Z} \to \mathbb{R}$ is continuous. In particular, we have a random operator $H = (H_\omega)_{\omega \in \Omega}$. The operator $H_\omega$ can be viewed as acting on the Cayley graph of $\mathbb{Z}$ with generator $\{1\}$. Then the restriction to $F_N$ is defined by the restrictive action on the subgraph. Specifically, we have

$$(H^{F_N}_\omega \psi)(n) = \begin{cases} 
\psi(-N+1) + V(-N)\psi(-N), & n = -N, \\
\psi(n-1) + \psi(n+1) + V(n)\psi(n), & -N < n < N, \\
\psi(N-1) + V(N)\psi(N), & n = N.
\end{cases}$$

Consider the eigenvalue counting function

$$N^{F_N}_\omega(E) := \sharp \{ \lambda \in \mathbb{R} \mid \lambda \text{ eigenvalue of } H^{F_N}_\omega \text{ and } \lambda \leq E \}$$

being monotone increasing and right continuous. Define

$$n^{F_N}_\omega(E) := \frac{N^{F_N}_\omega(E)}{|F_N|}$$

With this at hand, we get the following.

There exists a monotone increasing and right continuous (i.e. a distribution function) $n : \mathbb{R} \to \mathbb{R}$ such that $\lim_{N \to \infty} \|n - n^{F_N}_\omega\|_\infty = 0$ for $\mu$-a.e. $\omega \in \Omega$ (so in particular pointwise for $\mu$-a.e. $\omega \in \Omega$). Furthermore,

$$n(E) = \int_\Omega \text{Tr}(1_{(-\infty,E]}(H_\omega)) \, d\mu(\omega) = \int_\Omega \langle \delta_0, 1_{(-\infty,E]}(H_\omega)\delta_0 \rangle \, d\mu(\omega)$$

holds for $E \in \mathbb{R}$. Let $\eta^H$ be the associated (unique) measure on the Borel $\sigma$-algebra of $\mathbb{R}$ with distribution function $n$, i.e., $n(E) = \eta^H((-\infty,E])$. The proof of such a theorem is
based on an almost-additive ergodic theorem. Specifically, $N_{\omega}^{F_N}$ is in the following sense subadditive

$$\sup_{E \in \mathbb{R}} |N_{\omega}^{F \cup K}(E) - N_{\omega}^{F}(E) - N_{\omega}^{K}(E)| \leq b(F) + b(K)$$

where $b$ is an error term (boundary error) satisfying $\lim_{N \to \infty} \frac{b(F_N)}{|F_N|} = 0$.

This method for operators on Delone sets modeling a quasicrystal structure was first applied in [LS05]. For combinatorial Cayley graphs, convergence of almost additive functions have been used in [LMV08, LSV11, LSV12]. Such a subadditive ergodic theorem for all amenable groups has been proven in [PS16b]. For the case $\mathbb{Z}^d$, the reader is referred to [GLV07] and to [PSS13] for general Cayley graphs of amenable countable groups.
3 K-theory

A label of the spectral gap \( \{g\} \) is given by the value \( \eta^A\left((-\infty, E]\right) \) for some \( E \in g \) (the value of the integrated density of states assigned with the spectral gap). We know that unitary transformations do not change the spectrum. Hence, such transformations do not change the spectral gaps. Consequently, it is sufficient to label the gaps by means of the equivalence class of a projection (under unitary equivalence).

The aim is to represent the projections as suitable ”integral kernels” in order to determine all possible gap labels. In light of this, (I) we study equivalence classes of projections, (II) define a semigroup structure on this set via direct sums (need to enlarge the space) and (III) we get a group by the Grothendiek construction. This naturally leads us to the K-theory (specifically, to the \( K_0 \)-group). This additional structure enables us to ”compute” this \( K_0 \) group and hence, determine all possible gap labels.

For further background on K-theory, the reader is referred to [Bla86, MS07] as well as [BBG92, Bel92].

3.1 A monoid structure on the equivalence classes of projections

Let \( \mathcal{C} \) be a unital \( C^* \)-algebra with unit \( I \). An element \( p \in \mathcal{C} \) is called projection if \( p = p^2 = p^* \). There are different ways to define equivalence classes on projections:

(A) \( p \sim_a q \) if there are \( a, b \in \mathcal{C} \) with \( p = ab \) and \( q = ba \). (algebraic equivalence)
(S) \( p \sim_s q \) if there is an invertible \( a \in \mathcal{C} \) with \( apa^{-1} = q \). (similarity)
(H) \( p \sim_h q \) if there is a norm continuous path of projections in \( \mathcal{C} \) from \( p \) to \( q \), i.e. \( P : [0, 1] \rightarrow \mathcal{C} \) is norm continuous such that \( P(t) \) projection and \( P(0) = p \) and \( P(1) = q \). (homotopy)

where \( p, q \in \mathcal{C} \) are projections.

Remark 3.1. One can define these equivalences also on idempotents (i.e., \( p = p^2 \)) of a Banach algebra \( \mathfrak{A} \). However, in the case of \( C^* \)-algebras, idempotents are always similar to a projection.

Remark 3.2. Our main viewpoint will be to consider a spectral projection. The equivalence by similarity does not change the spectrum: Let \( a, b \in \mathcal{C} \) such that \( a = cbc^{-1} \) for some invertible \( c \in \mathcal{C} \)

\[
a - \lambda \text{ invertible } \iff c(b - \lambda)c^{-1} \text{ invertible } \iff b - \lambda \text{ invertible}.
\]

All three notions define an equivalence relation on the set of projections \( \text{Proj}(\mathcal{C}) \) of \( \mathcal{C} \). Furthermore, there are some relations between this equivalences. For instance,

\[
p \sim_s q \iff p \sim_a q \text{ and } I - p \sim_a I - q
\]
However, $p \sim_a q$ does not imply $p \sim_s q$. On the other hand, we have

\[ p \sim_a q \implies \begin{pmatrix} p & 0 \\ 0 & 0 \end{pmatrix} \sim_s \begin{pmatrix} q & 0 \\ 0 & 0 \end{pmatrix} \text{ in } M_2(\mathcal{C}). \]

Similarly, one can show that $p \sim_h q$ implies $p \sim_q q$ but not the other way around. By passing again to matrices one gets

\[ p \sim_s q \implies \begin{pmatrix} p & 0 \\ 0 & 0 \end{pmatrix} \sim_h \begin{pmatrix} q & 0 \\ 0 & 0 \end{pmatrix} \text{ in } M_2(\mathcal{C}). \]

In the gap labeling theorem, usually the Murray-von Neumann equivalence on $\text{Proj}(\mathcal{C})$ is unitary since $u_{p,q}$ is used. Specifically, $u_{p,q}$ is a partial isometry with the positive element $a = p - q$ and $a^* = q - p$. Thus, $u = (a^*)^{\frac{1}{2}}$. The element $(a^*)^{-\frac{1}{2}}$ is self-adjoint and commutes with $a$. Thus $u$ is unitary since

\[ a(a^*)^{-\frac{1}{2}}(a(a^*)^{-\frac{1}{2}})^* = (a^*)^{-\frac{1}{2}}aa^*(a^*)^{-\frac{1}{2}} = aa^*(a^*)^{-1} = I. \]

Furthermore,

\[ upu^* = apa^*(a^*)^{-1} = qaa^*(a^*)^{-1} = q \]

holds finishing the proof.

The set of equivalence classes (unitary equivalence) of projections of $\mathcal{C}$ is usually a quit small set:

**Example 3.6.** Let $\mathcal{K}$ be the $C^*$-algebra of compact operators (i.e., image of closed unit ball is relatively compact) on a separable Hilbert space $\mathcal{H}$. Then a projection $p$ is compact if and only if the range is finite dimensional. Hence, two projection $p, q \in \mathcal{K}$ are unitary equivalent if and only if they have the same dimension. Consequently, up to unitary equivalence the set of projections in $\mathcal{K}$ is given by $\mathbb{N}$.

The following lemma is quit helpful.

**Lemma 3.7.** Let $p, q \in \mathcal{C}$ be projections such that $\|p - q\| < 1$. Then $p \sim_a q$ follows. In particular, every norm-continuous path $t \mapsto p(t)$ of projections is made of mutually equivalent projections.

**Proof.** We refer the reader to [BBG92, Lemma 3.1.2] or [Bla86, Proposition 4.3.2] for the proof.
Let $\mathcal{C}$ be a separable (underlying topological space contains a countable dense subset) unital $C^*$-algebra. Define the set

$$\mathcal{P}(\mathcal{C}) := \{p \in \mathcal{C} \text{ projection}\} / \sim_a$$

with respect to the algebraic equivalence (Murray-von Neumann equivalence). Elements are denoted by $[p]$.

**Proposition 3.8.** Let $\mathcal{C}$ be a separable unital $C^*$-algebra. Then the set $\mathcal{P}(\mathcal{C})$ is countable.

**Proof.** Since $\mathcal{C}$ is separable, there is a countable set $(a_n) \subseteq \mathcal{C}$ which is dense in $\mathcal{C}$. Thus, for every projection $p$ and $\varepsilon < \frac{1}{2}$, there is a $n \in \mathbb{N}$ such that $\|p - a_n\| < \varepsilon$. There is no loss in generality in assuming that $a_n$ is self-adjoint by considering $\frac{a_n + a_n^*}{2}$. Consequently, $\sigma(a_n) \subseteq (-\varepsilon, \varepsilon) \cup (1 - \varepsilon, 1 + \varepsilon)$ and $\sigma(a_n) \cap (1 - \varepsilon, 1 + \varepsilon) \neq \emptyset$. Now, let $p_n \in \mathcal{C}$ be the eigenprojection to $\sigma(A_n) \cap (1 - \varepsilon, 1 + \varepsilon)$. By construction $\|p_n - a_n\| < \varepsilon$ follows implying $\|p - p_n\| < 1$. According to Lemma 3.7, $\|p - p_n\| < 1$ implies $p \sim_a p_n$. Altogether, there is a projection $p_n$ associated with each $a_n$ and for every projection $p \in \mathcal{C}$, there exists an $n \in \mathbb{N}$ such that $p \sim_a p_n$ implying $\mathcal{P}(\mathcal{C}) = \{[p_n] \mid n \in \mathbb{N}\}$. (Note that for $n, m \in \mathbb{N}$ it might happen that $p_n \sim_a p_m$, in general.) \hfill $\square$

**Definition 3.9.** Two projections $p, q \in \mathcal{C}$ are orthogonal if $pq = qp = 0$. We write in this case $p \perp q$.

Let $p, q \in \mathcal{C}$ be projections satisfying $p \perp q$. Then $p + q$ is again a projection and it is called direct sum of projections $p \oplus q$. Furthermore,

**Proposition 3.10.** If $p_1 \sim_a q_1$, $p_2 \sim_a q_2$, $p_1 \perp p_2$ and $q_1 \perp q_2$, then $p_1 + p_2 \sim_a q_1 + q_2$ holds.

With this at hand, we can make sense of $[p] \oplus [q]$ by setting it $[p + q]$ whenever $p \perp q$. Thus, we can define the direct sum on $$\mathcal{E} := \{([p], [q]) \mid \exists p' \in [p], q' \in [q] \text{ such that } p'q' = q'p' = 0\} \subseteq \mathcal{P}(\mathcal{C}) \times \mathcal{P}(\mathcal{C}).$$

Since, two orthogonal projections commute, this direct sum on $\mathcal{E}$ is actually commutative. Furthermore, it is associative since the sum in $\mathcal{C}$ is associative.

**Problem:** In general, one could think that (by using the equivalence relation) two projections $p$ and $q$ can be rotated such that both get orthogonal. However, there might not be enough space in $\mathcal{C}$ to do so. Specifically, the set $\mathcal{E}$ can be rather small.

To overcome this difficulty, the idea is to enlarge $\mathcal{C}$ so that the direct sum can be defined on all tuples. Specifically, replace $\mathcal{C}$ by its stabilized algebra $\mathcal{C} \otimes K$, where $K$ is the $C^*$-algebra of compact operators.

The algebraic direct limit $M_{\infty}(\mathcal{C})$ of $M_n(\mathcal{C})$ by the embeddings

$$a \mapsto \begin{pmatrix} a & 0 \\ 0 & 0 \end{pmatrix}$$

from $M_n(\mathcal{C})$ into $M_{n+1}(\mathcal{C})$. More precisely, $M_{\infty}(\mathcal{C}) = \bigsqcup_{n \in \mathbb{N}} M_n(\mathcal{C}) / \sim$ holds, where $\tilde{a} \in M_n(\mathcal{C})$ and $\tilde{b} \in M_m(\mathcal{C})$ are equivalent if $n \leq m$ (or $n \geq m$) and $\tilde{a}$ can be embedded in $M_m(\mathcal{C})$ such that it agrees with $\tilde{b}$. One can think of $M_{\infty}(\mathcal{C})$ as infinite matrices over $\mathcal{C}$ with only finitely many nonzero entries in $\mathcal{C}$. The set $M_{\infty}(\mathcal{C})$ needs to be equipped with a topology. As a natural candidate we define a topology with a norm induced by the $C^*$-norm of $\mathcal{C}$. The corresponding completion defines a $C^*$-algebra which is denoted by $\mathcal{C} \otimes K$. This algebra is called the stable algebra being the tensor product of $\mathcal{C}$ with the compact operators $K$. 
Proposition 3.11. Let \( p, q \in \mathcal{C} \otimes K \), then there exist a tuple \((p', q') \in \mathcal{C} \otimes K\) such that \( p'q' = q'p' = 0 \), \( p \sim_a p' \) and \( q \sim_a q' \). In particular, \([p] \oplus [q] := [p' + q']\) is well-defined.

Proof. Invoking Lemma 3.7, one shows that for a projection \( \tilde{p} \in \mathcal{C} \otimes K \), there is a \( N \in \mathbb{N} \) and a projection \( p \in M_N(\mathcal{C}) \) such that \( \tilde{p} \sim_a \begin{pmatrix} p & 0_N \\ 0_N & 0_N \\ \vdots \end{pmatrix} \), see for details [BBG92, Lem. 3.1.5]. Without loss of generality, let \( p, q \in M_N(\mathcal{C}) \) be projections. Then \[ \begin{pmatrix} q & 0_N \\ 0_N & 0_N \\ \vdots \end{pmatrix} \sim_a \begin{pmatrix} 0_N & 0_N \\ 0_N & q \\ \vdots \end{pmatrix} \] where \( 0_N \in M_N(\mathcal{C}) \) is the zero matrix. This equivalence can be seen by setting \[ a = \begin{pmatrix} 0_N & 0_N \\ 1_N & 0_N \\ \vdots \end{pmatrix}, \quad b = \begin{pmatrix} 0_N & q \\ 0_N & 0_N \\ \vdots \end{pmatrix}. \]

With this at hand, we get that \( p' = \begin{pmatrix} p & 0_N \\ 0_N & 0_N \\ \vdots \end{pmatrix} \), \( q' = \begin{pmatrix} 0_N & 0_N \\ 0_N & q \\ \vdots \end{pmatrix} \) are orthogonal projections, namely \( p'q' = q'p' = 0 \). \[ \square \]

Recall that a monoid is a triple \((M, +, e)\) where \( M \) is a set with a binary operation \( + \) (which is associative) and neutral element \( e \).

Corollary 3.12. The set \( \mathcal{P}(\mathcal{C} \otimes K) \) gets an abelian monoid with the direct sum \( \oplus \) and neutral element given by the equivalence class of zero projections.

Remark 3.13. On \( \mathcal{P}(\mathcal{C} \otimes K) \) the equivalence classes \( \sim_a, \sim_s, \sim_h \) and \( \sim_u \) are all the same [Bla86].

3.2 The Grothendieck group

On the one hand, the monoid contain all the informations we are interested. But it can be a very difficult object. For technical reasons it is convenient to pass to the corresponding Grothendieck group which is described below. There exists an explicit construction to get an abelian group from an abelian monoid.

Lemma 3.14. Let \((M, +, e)\) be an abelian monoid. Then the binary relation \( \sim_G \) on \( M \times M \) defined by

\[
(x_1, y_1) \sim_G (x_2, y_2) :\iff \exists z \in M \text{ such that } x_1 + y_2 + z = x_2 + y_1 + z
\]

is an equivalence relation.

Remark 3.15. Roughly speaking \( x_1 + y_2 + z = x_2 + y_1 + z \) represents \( x_1 - y_1 = x_2 - y_2 \).

Denote by \( G(M) \) the quotient \( M \times M / \sim_G \) and elements of \( G(M) \) are denoted by \( < x, y > \).

Lemma 3.16. The operation on \( G(M) \) given by

\[
< x_1, y_1 > + < x_2, y_2 > := < x_1 + x_2, y_1 + y_2 >
\]

is well-defined. Furthermore, \( G(M) \) equipped with the inverse \( - < x, y > := < y, x > \) and the neutral element \( e := < x, x > \) is an abelian group.
Definition 3.17. For an abelian monoid $(M,+)$, we call the abelian group $(G(M),+)$ the Grothendieck group.

Lemma 3.18. Let $(M,+)$ be an abelian monoid and $y \in M$. The map

$$ \gamma : M \to G(M), \quad x \mapsto x + y, y $$

is independent of the choice of $y$ and a homomorphism, i.e., $\gamma(x + z) = \gamma(x) + \gamma(z)$. Moreover, we have

$$ G(M) = \{ \gamma(x) - \gamma(z) \mid x, z \in M \}.$$

Example 3.19. The natural number $\mathbb{N}$ define an abelian monoid. One can show that $G(M)$ is isomorphic to $\mathbb{Z}$.

An abelian monoid is said to admit the cancellation property if $x + z = y + z$ implies $x = y$. The natural numbers $\mathbb{N}$ satisfy this property but the following example not. This is important as it can be shown that the Grothendieck map $\gamma$ is injective if and only if the monoid satisfy the cancellation property, see [Bla86, Section 1.3].

Example 3.20. Consider the monoid $M := \mathbb{N} \cup \{\infty\}$ with usual addition on $\mathbb{N}$ and $x + \infty = \infty + \infty = \infty$. Then $(M,+)$ does not satisfy the cancellation property and one can show that $G(M) = \{0\}$.

Cancellation property holds for the monoid of the projections $\mathcal{P}(\mathcal{E} \otimes K)$ if and only if $p \sim_a q$ implies $1 - p \sim_a 1 - q$ in $\mathcal{E}$, if and only if $p \sim_a q$ implies $p \sim_a q$ in $\mathcal{E}$, c.f. [Bla86, Section 6.4]. It is worth mentioning that in both characterizations the corresponding equivalences should hold in $\mathcal{E}$ and not in the matrix algebra. This is also equivalent to the fact that all invertible elements in $\mathcal{E}$ are dense in $\mathcal{E}$ which is called stable rank 1, c.f. [Bla86, Section 6.5]. For $G = \mathbb{Z}$ acting on a compact space $X$, minimality of this system implies that $\mathcal{C}^*_red(X \rtimes \mathbb{Z})$ has stable rank 1, c.f. [Put90].

3.3 The $K_0$-group

Definition 3.21 ($K_0$-group). Consider a unital separable $C^*$-algebra $\mathcal{E}$. The Grothendieck group $K_0(\mathcal{E}) := G(\mathcal{P}(\mathcal{E} \otimes K))$ is called $K_0$-group.

Proposition 3.22. Let $\mathcal{E}$ be a unital separable $C^*$-algebra such that $\mathcal{P}(\mathcal{E} \otimes K)$ fulfills the cancellation property.

(i) The $K_0$-group $K_0(\mathcal{E})$ is an abelian countable group and $\mathcal{P}(\mathcal{E} \otimes K)$ embeds in $K_0(\mathcal{E})$ via the Grothendieck map $\gamma$.

(ii) Let $\Phi$ be a map assigning to each projection in $\mathcal{E}$ a real value such that $p \sim_a q$ implies $\Phi(p) = \Phi(q)$ and $\Phi(p \oplus q) = \Phi(p) + \Phi(q)$. Then $\Phi$ canonically defines a group homomorphism $\Phi_*$ from $K_0(\mathcal{E})$ into $\mathbb{R}$.

(iii) Each trace $\tau$ on $\mathcal{E}$ uniquely defines a group homomorphism $\tau_*$ such that if $p \in \mathcal{E}$ is a projection, then $\tau(p) = \tau_*([p])$ where $[p]$ denotes the corresponding equivalence class in $K_0(\mathcal{E})$ of $p$.

Proof. That the $K_0$-group is abelian follows from construction. That the group is countable follows by the separability of the $C^*$-algebra $\mathcal{E}$ and Proposition 3.8. The other two assertions are straightforward. $\square$
4 The Gap-labeling conjecture

The theory has started with Moser [Mos81] providing examples of Schrödinger operators with nowhere dense spectrum. After this discovery, more examples were discovered. People realized that the gaps in the spectrum could be labeled such that the labels stay stable under suitable small perturbations of the Hamiltonian. Based on this, Jean Bellissard realized that the Gap labels must be of topological nature. Specifically, he connected the gap labels with the $K$-theory of associated $C^*$-algebras. For the Almost-Mathieu operator (Hofstadter butterfly), the gap labels were computed explicitly in [CEY90] being the image of the trace of the $K_0$-group of the rotation algebra. We also refer the reader to the review of the Gap-labeling theorem in [MS06, Appendix D] about the articles [BBG06, KP03, BOO07].

Let $(X, G)$ be a uniquely ergodic dynamical system. Suppose that, for the reduced $C^*$-algebra $C^*_{\text{red}}(X \rtimes G)$, the monoid $\mathcal{P}(C^*_{\text{red}}(X \rtimes G) \otimes K)$ satisfies the cancellation property. Any self-adjoint element $a \in C^*_{\text{red}}(X \rtimes G)$ admits a compact spectrum $\sigma(a)$ in $\mathbb{R}$. Its resolvent set $\rho(a)$ is defined by $\mathbb{R} \setminus \sigma(a)$. A bounded connected component of $\mathbb{R} \setminus \sigma(a)$ is called a spectral gap. Note that this excludes the two intervals $(-\infty, \inf\{\sigma(a)\})$ and $(\sup\{\sigma(a)\}, \infty)$. Let $\gamma$ be a spectral gap in $\sigma(a)$. More precisely, $\gamma$ is an open interval $(c_1, c_2)$. Then the spectral projection $\chi(a \leq E)$ for some $E \in \gamma$ can be defined by $f(a)$ where $f : \mathbb{R} \to [0, 1]$ is continuous and $f(x) = 1$ for $x \leq c_1$ and $f(x) = 0$ for $x \geq c_2$. Here $f(a)$ is defined by the functional calculus.

In the following, we refer to a small perturbation if the eigenprojections change not to much in norm.

**Theorem 4.1.** Let $(X, G)$ be a uniquely ergodic dynamical system. Suppose that for the reduced $C^*$-algebra $C^*_{\text{red}}(X \rtimes G)$ the monoid $\mathcal{P}(C^*_{\text{red}}(X \rtimes G) \otimes K)$ satisfies the cancellation property. Let $a \in C^*_{\text{red}}(X \rtimes G)$ be self-adjoint and $\{\gamma\}$ be a spectral gap of $\sigma(a) \subseteq \mathbb{R}$.

(i) The value of the IDS assigned to $\{\gamma\}$ belongs to the countable real numbers $[0, \tau(I)] \cap \tau_*(K_0(C^*_{\text{red}}(X \rtimes G)))$.

(ii) The equivalence class $[p(\gamma)] \in K_0(C^*_{\text{red}}(X \rtimes G))$ gives a labeling of the spectral gap $\{\gamma\}$ which is invariant under small perturbations of $a \in C^*_{\text{red}}(X \rtimes G)$ within the $C^*$-algebra $C^*_{\text{red}}(X \rtimes G)$.

**Proof.** Part (i) follows immediately from the considerations made so far. Part (ii) is a consequence of Lemma 3.7. □
Now the purpose of the Gap-labeling theory is to compute the $K_0$-group $K_0(\mathcal{C}_{red}^*(X \times G))$.

Computations of such groups have been mainly analyzed for $G = \mathbb{Z}^d$ in [BBG92, Bel92, Kel95, BKL01, KP03, BBG06, BOO03, BOO07]. In the works [BBG92, Bel92], the Gap-labeling theorem is proven for one dimensional systems $(d = 1)$. Moreover, several one dimensional dynamical systems are analyzed their and the corresponding Gap labels are computed such as for the Fibonacci sequence.

For the following, recall that a group action on a space $X$ is free if all stabilizer groups are trivial. Specifically, there exists no $x \in X$ and $e \neq g \in G$ such that $gx = x$.

**The Gap-labeling conjecture.** Let $X$ be a totally disconnected compact metric space and $X \times \mathbb{Z}^d \to X$ be a free minimal action of the group $\mathbb{Z}^d$ on $X$ with invariant ergodic measure $\mu$. Let $\tau$ be the induced trace on $\mathcal{C}_{red}^*(X \times \mathbb{Z}^d)$. Then

$$\mu_*(K_0(\mathcal{C}(X))) = \tau_*(K_0(\mathcal{C}_{red}^*(X \times \mathbb{Z}^d)))$$

holds as a subset of $\mathbb{R}$.

**Remark 4.2.** A proof of this conjecture for $d = 1$ is given in [BBG92, Bel92]. We sketch the idea respectively the ingredients of the proof in the following.

**Definition 4.3** (Gap labels). Elements of the image $\tau_*(K_0(\mathcal{C}_{red}^*(X \times \mathbb{Z}^d)))$ are called gap labels.

**Remark 4.4.** In general, solids are described by points sets $D$ in a space $G$. Typically, $G$ is a locally compact, second countable Hausdorff group and $D \subseteq G$ is a uniformly discrete (i.e., there exists an open neighborhood $U \ni e$ such that $\frac{1}{2}D \cap gU \leq 1$) and relatively compact (i.e., there exists a compact $K \subseteq G$ such that $\bigcup_{x \in D} xK = G$) subset of $G$ that we call Delone sets. The elements of $D$ describe the position in $G$ of the atoms or molecules. Additionally, these points can be colored in order to describe the atomic species. In the specific case $G = \mathbb{R}$ it is relatively easy to show that such Delone sets can be encoded by a $\mathbb{Z}$ action on a compact space $X$ if the Delone set is of finite local complexity. An analogous result for $G = \mathbb{R}^d$ is much more delicate. This non-trivial problem is solved in [SW03]. More precisely, for a continuous hull $\Omega$ of a tiling with finite local complexity in $\mathbb{R}^d$, the authors of [SW03] show that it is homeomorphic to $X \times \mathbb{Z}^d$ where $X$ is a cantor set with minimal $\mathbb{Z}^d$ action. Based on this, [KP03] proved that $\mathcal{C}(\Omega) \times \mathbb{R}^d$ is strongly Morita equivalent to $\mathcal{C}(X) \times \mathbb{Z}^d$. Thus, [BGR77] implies that $(\mathcal{C}(\Omega) \times \mathbb{R}^d) \otimes K$ and $(\mathcal{C}(X) \times \mathbb{Z}^d) \otimes K$ are isomorphic. Hence, the $K$-theory and their traces correspond to each other.

Let us discuss the Gap-labeling conjecture for the case $G = \mathbb{Z}$. First let us point out that the $K_0$-group $K_0(\mathcal{C}(X))$ of a totally disconnected space $X$ can be computed as follows. Recall that the space of continuous functions on a compact space gets a $C^*$-algebra with uniform norm, c.f. Example 2.10.

**Lemma 4.5.** Let $(X, d)$ be a totally disconnected compact metric space. Then the abelian groups $K_0(\mathcal{C}(X))$ and $\mathcal{C}(X, \mathbb{Z})$ are isomorphic.

**Proof.** Let $p \in \mathcal{C}(X) \otimes K$ be a projection which we can view as a continuous map from $X$ into $K$. Set $f_p(x) := \text{Tr}(p(x))$. Clearly, $f_p$ takes only integer values and so $f_p \in \mathcal{C}(X, \mathbb{N})$. Now the claim is that the map

$$\Phi : K_0(\mathcal{C}(X)) \to \mathcal{C}(X, \mathbb{Z}), \quad p \mapsto f_p,$$

defines a group isomorphism. We show that (i) $\Phi$ depends only on the equivalence class, (ii) $\Phi$ is a group homomorphism, (iii) $\Phi$ is surjective and (iv) $\Phi$ is injective.
(i): Let $p \sim q$. Due to Lemma 3.4, there is a $u \in C(X) \otimes K$ such that $p = u^*u$ and $q = uu^*$. Using the trace property, we get

$$f_p(x) = Tr(u^*(x)u(x)) = Tr(u(x)u^*(x)) = f_q(x).$$

(ii): Let $[p], [q] \in K_0(C(X))$ be such that $pq = qp = 0$. Thus,

$$f_{p+q}(x) = Tr(p(x) + q(y)) = Tr(p(x)) + Tr(q(y)) = f_p(x) + f_q(y)$$

follows since the trace is linear.

(iii): Let $f \in C(X,\mathbb{Z})$ and set $X_n := \{x \in X \mid f(x) = n\}$, $n \in \mathbb{Z}$. Then the $X_n$'s form a partition of clopen sets (i.e., open and closed) of $X$, since $f$ is continuous and $\{n\}$ is clopen. Denote by $\chi_n \in C(X)$ the characteristic function of $X_n$ and $\pi_n := 1_{[n]} \oplus 0 \in K$ where $1_{[n]}$ is an $|n| \times |n|$ dimensional matrix. Define the projections $p := \sum_{n \in \mathbb{N}} \pi_n \chi_n$ and $p := \sum_{n \in \mathbb{N}} \pi_n \chi_n$ in $C(X) \otimes K$. Its immediate to show that $f = f_p - f_q$ showing that $\Phi$ is surjective.

(iv): It suffices to consider projections in $C(X) \otimes K$. Consider the projections $p, q \in C(X) \otimes K$. The equation $f_p - f_q = 0$ implies that $p$ and $q$ have the same partition $\{X_n \mid n \in \mathbb{N}\}$. Thus, it suffices to show $p \sim \sum_{n \in \mathbb{N}} \pi_n \chi_n$ and $q \sim \sum_{n \in \mathbb{N}} \pi_n \chi_n$.

The map $f_p : X \to K$ is uniformly continuous by compactness of $X$. Hence, for $0 < \varepsilon < 1$, there is a $\delta > 0$ such that $\|f_p(x) - f_p(y)\| < \varepsilon$ whenever, $d(x, y) < \delta$. Hence, for $n \in \mathbb{N}$, every $X_n$ can be partitioned in $X_{n,k}$ such that $x, y \in X_{n,k}$ have at most distance $\delta$. For any pair $n, k$ choose some $x_{n,k} \in X_{n,k}$. Define $p_\varepsilon := \sum_{n,k} p(x_{n,k}) \chi_{n,k}$. By construction, we derive

$$\|p - p_\varepsilon\|_\infty = \sup_{x \in X} \|p(x) - p_\varepsilon(x)\| \leq \varepsilon < 1.$$ 

Thus, Lemma 3.7 and Lemma 3.4 imply $p \sim p_\varepsilon$. Furthermore, $p(x_{n,k})$ is a fixed projection of dimension $n$ in $K$. Thus, there is a $u_{n,k} \in K$ such that

$$p(x_{n,k}) = u_{n,k}u_{n,k}^*, \quad \pi_n = u_{n,k}^*u_{n,k}. \text{ Set } u = \sum_{n,k} u_{n,k} \chi_{n,k} \in C(X) \otimes K. \text{ Hence, } p_\varepsilon = uu^* \text{ and } \sum_{n \in \mathbb{N}} \pi_n \chi_n = u^*u \text{ follow by construction implying } \sum_{n \in \mathbb{N}} \pi_n \chi_n \approx p_\varepsilon. \text{ Consequently, } p \approx \sum_{n \in \mathbb{N}} \pi_n \chi_n \text{ follows by the previous considerations.} \quad \square$$

Based on this observation the Gap-labeling conjecture becomes very interesting as it would provide the opportunity to actually determine all gap labels if the measure is known. So let us discuss the conjecture for $d = 1$. The containment

$$\mu_\ast(K_0(C(X))) \subseteq \tau_\ast(K_0(C^*_\text{red}(X \rtimes \mathbb{Z})))$$

is the trivial direction. One uses that the $C^*$-algebra is a groupoid $C^*$-algebra. One can show that characteristic functions of clopen subsets of the groupoid $\Gamma = X \rtimes \mathbb{Z}$ give rise to projections with trace given by their integral over the measure $\mu$. Since the groupoid $C^*$-algebra is generated by these functions, the above mentioned inclusion follows.

The hard direction is the converse inclusion

$$\mu_\ast(K_0(C(X))) \supseteq \tau_\ast(K_0(C^*_\text{red}(X \rtimes \mathbb{Z}^d))).$$

For this, the $K_1$-group $K_1(C^*_\text{red}(X \rtimes G))$ plays also an important role. The $K_1$-group is defined by a group structure on the connected components of invertible (infinite) matrices with values in the corresponding $C^*$-algebra. We refrain from giving a precise definition and refer to [Bla86, MS07]. The idea is to use certain identities between the $K_0$- and the $K_1$-group for certain crossed and tensor products. Here the Pimsner-Voiculescu Exact sequence theorem [PV80] is used in dimension $d = 1$. 

4. The Gap-labeling conjecture
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